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TRACKING AN OBJECT WITH MULTIPLE
ASYNCHRONOUS CAMERAS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the benefit of U.S. provi-
sional patent application No. 60/893,082, filed Mar. 5, 2007,
and incorporated herein by reference.

BACKGROUND OF THE INVENTION

[0002] Many applications employ object tracking tech-
niques. For example, cars and people may be tracked in sur-
veillance applications, the trajectory of a golf ball may be
tracked in a golf training aid application, and an object in a
sporting event may be tracked to enhance a video presentation
of'the event. Typically, object tracking techniques use two or
more cameras which are synchronized to capture images of
the object at the same time. The synchronized images are used
to determine or estimate the position of a moving object
which is depicted in the synchronized images. However, syn-
chronizing the cameras is cumbersome and time consuming.
For example, a high resolution clock signal must be made
available simultaneously at each of the cameras, e.g., using
the technique referred to as “genlocking” in the broadcast
industry. In addition to the extra equipment which is needed,
e.g., cables and connectors, and the labor required to provide
the clock signal, which is in itself a significant part of system
set up, failures can be difficult to detect. As a result, the quality
of the resulting position estimate can be questionable. One
subtle way in which the synchronization can fail is when the
signal path of a clock signal to the cameras has inadequate
termination. This can cause signal reflections and signal
delays, effectively destroying the synchronization.

SUMMARY OF THE INVENTION

[0003] The present invention addresses the above and other
issues by providing a system and method for determining the
position and/or path of an object using asynchronous cam-
eras.

[0004] Inoneembodiment,a method for determining a path
of'a moving object includes receiving images of the moving
object from multiple cameras at different time points during a
time interval, where the cameras capture the images asyn-
chronously. The method further includes determining a posi-
tion of the moving object in each image, and solving for
coefficients of equations of motion of the moving object,
based on the determined positions, where the equations of
motion with the solved coefficients describe a path of the
moving object during the time interval. For example, the
images can be from video of a sporting event, and the moving
object can be a game object used at the sporting event. The
method can include reporting based on the solving, such as
enhancing video of the moving object to depict at least a
portion of the path of the moving object, providing statistics
regarding the path of the moving object and/or storing the
results, such as the solved coefficients, e.g., for later use.
[0005] Inanother embodiment, a system for determining a
path of a moving object used at an event includes multiple
cameras capturing images of the moving object at the event
during a time interval, where the cameras capture the images
asynchronously. Further, at least one processing facility
receives the captured images from the cameras, a) determines
a position of the moving object in each image, and b) solves
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for coefficients of equations of motion of the moving object,
based on the determined positions, where the equations of
motion with the solved coefficients describe a path of the
moving object during the time interval.

[0006] Inanother embodiment, at least one processor read-
able storage device has processor readable code embodied
thereon for programming at least one processor to perform
the above-described method.

[0007] Inanother embodiment, a method for determining a
position of a moving object includes receiving at least first,
second and third images of the moving object from multiple
cameras at different time points during a time interval, where
the cameras capture the images asynchronously. The method
further includes determining a position of the moving object
in the at least first, second and third images, determining lines
of position based on the determined positions in the at least
first, second and third images, and determining a first position
which satisfies a metric based on distances from the first
position to the lines of position. For example, the metric may
be based on minimizing a sum of the distances or a sum of
squares of the distances.

[0008] In other embodiments, corresponding systems and
processor readable storage devices are provided.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] FIG. 1 depicts a system for tracking an object in an
event facility.
[0010] FIG. 2 depicts an object path from a first perspective

in which a height of the object is depicted.

[0011] FIG. 3 depicts an object path from a second perspec-
tive in which a lateral position of the object is depicted.
[0012] FIG. 4 depicts lines of position from a first camera to
different locations of an object along a path.

[0013] FIG. 5 depicts lines of position from a second cam-
era to different locations of an object along a path.

[0014] FIG. 6 depicts arelationship between camera, image
and world coordinate systems.

[0015] FIG. 7 depicts a process for obtaining information
for determining the path of an object.

[0016] FIG. 8 depicts a process for determining the path of
an object.
[0017] FIG. 9 depicts an error between a line of position

and an object position determined from equations of motion.
[0018] FIG. 10 depicts an enhanced image in which a path
of'an object and statistics are depicted.

[0019] FIG. 11 depicts a technique for determining the
position of an object based on lines of position from three or
more images.

[0020] FIG. 12 depicts a close up view of FIG. 11, showing
distances between an object position and lines of position.
[0021] FIG. 13 depicts a process for obtaining information
for determining the position of an object.

[0022] FIG. 14 depicts a process for determining the posi-
tion of an object.

[0023] FIG. 15 depicts a computer system for determining
the position and/or path of an object.

DETAILED DESCRIPTION

[0024] Thepresent invention provides a system and method
for determining the position and/or path of an object using
asynchronous cameras. Asynchronous cameras are free run-
ning and use their internal clocks for determining an image
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capture rate. Thus, asynchronous cameras can capture images
at different time points rather than at common time points.
[0025] FIG. 1 depicts a system for tracking an object in an
event facility. In one example application, a game object such
as a baseball is tracked at an event facility 100 such as a
baseball stadium. It will be appreciated that many other appli-
cations are possible. For example, a surveillance application
can track cars and people, and a sports application can track
the trajectory of a golf ball, football, tennis ball, hockey puck
orother object. The event facility includes a baseball diamond
infield 105 having a pitcher’s mound 112 and a home plate
114. A path 110 depicts the trajectory of a baseball thrown
from the pitcher to the catcher. Two or more cameras are
positioned to capture images of the event. For example, two
cameras located at different heights, e.g., camera A 120 and
camera B 130, are depicted. Camera A 120 and camera B 130
have different views of the path 110.

[0026] Additional cameras can be used as well to increase
the accuracy of the tracking. The cameras can be television
broadcast cameras, for instance, which capture thirty frames
or sixty fields per second, in one possible approach. While
such cameras sense visible light, it is also possible to use
cameras that sense electromagnetic radiation outside a range
of visible light, such as infrared radiation, depending on the
application. Further, note that the rate of image capture which
is needed to determine the position and/or path of the objectis
a function of the speed of the object. For instance, capturing
images of a flying bullet at different points along its path
would typically require a faster image capture rate than cap-
turing images of a car driving on a highway. Moreover, a
sufficient number of observations from different viewpoints
should be used so that the observations are linearly indepen-
dent. The path 110 of the object can be described in terms of
a world coordinate system 116, also known as a free space
coordinate system, which is fixed relative to the earth or other
environment of interest, in one approach. The world coordi-
nate system 116 includes orthogonal directions represented
by awy axis, a wx axis, and a wz axis which extends out of the
page. An origin of the world coordinate system is chosen to be
at the edge of home plate 114, but other locations may be
used.

[0027] Each camera can be provided with sensors which
detect intrinsic and extrinsic parameters of the camera when
these parameters are variable. Intrinsic parameters, such as
focal length, lens distortion and zoom setting represent char-
acteristics of the camera design and settings, and do not
depend on the position and orientation of the camera in space.
Extrinsic parameters, such as tilt or pan, depend on the posi-
tion and orientation of the camera in space. Such sensors can
be provided using techniques known to those skilled in the art.
For example, pan and tilt sensors can be attached to a tripod
on which the camera is mounted. See, e.g., U.S. Pat. No.
5,912,700, issued Jun. 15, 1999, incorporated herein by ref-
erence. The sensors can be used to determine the field of view
of'the camera, e.g., where the camera is pointing and what it
can see.

[0028] Itis also possible to determine camera extrinsic and
intrinsic parameters without sensors, e.g., as described in
Tsai’s method. See, e.g., Tsai, Roger Y. (1986) “An Efficient
and Accurate Camera Calibration Technique for 3D Machine
Vision,” Proc. of IEEE Conf. on Computer Vision and Pattern
Recognition, Miami Beach, Fla., 1986, pp. 364-374. For
example, one approach to determine the intrinsic and extrin-
sic parameters of a camera involves placing marks in various
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measured or known locations in the event facility such that
each mark looks different and at least one mark will always be
visible to the camera while the camera is pointed at the event
facility. A computer using optical recognition technology can
find the mark in the video frame and, based on the mark’s size
and position in the video frame, determine the camera param-
eters. Another approach to determining intrinsic and extrinsic
parameters of a camera involves placing marks in various
measured or known locations in the event facility such that
each mark looks different, but the marks may be removed
after camera parameters have been determined. A computer
implementing a camera parameter estimation algorithm
based on manual user interaction rather than, or in addition to,
image recognition can determine camera parameters.

[0029] Cameras 120 and 130 capture images of the object
in the path 110 and communicate the images in analog or
digital signals to a processing facility 140, which can be a
mobile facility parked outside the event facility 100, in one
possible approach. The processing facility 140 includes
equipment which receives and stores the captured images,
time stamps the captured images using a common clock, and
processes the captured images to determine the position and/
or path ofthe object. A common time signal can be used for all
captured images by using a single clock in a computer which
processes video from all the cameras. The accuracy and reso-
Iution of the time keeping should be sufficiently high to solve
the equations of motion, discussed further below. For
example, for tracking a baseball, accuracy of milliseconds is
needed.

[0030] When the captured images are provided in video
signals from the cameras 120 and 130, the processing facility
140 can enhance the video signals based on the determined
position and/or path of the object, such as by displaying a
graphic which depicts the position and/or path. Further, a
series of images can be combined to depict different locations
of'the object along the path. Statistical information regarding
the object can be also be obtained, including speed, direction,
distance traveled, height, time in the air and so forth. The
processing facility 140 can subsequently transmit the cap-
tured images and information regarding the path of the object,
in addition to the enhanced video, via an antenna 145, to
another location such as a television broadcast facility. In
another approach, the processing facility can be remote from
the event facility 100. Further, the enhancement of the video
can be performed at a different location than a facility at
which the object’s position and/or path is determined.

[0031] FIG. 2 depicts an object path from a first perspective
in which a height of the object is depicted. The object path 200
is depicted in a world coordinate system which in this
example is a Cartesian coordinate system having an axis wy
which extends from home plate 114 to the pitcher’s mound
112 and therefore represents a distance from home plate, an
axis wz which represents a height of the object, e.g., baseball,
above the ground, and an axis wx which represents a lateral
position of the object. Other coordinate systems can also be
used such as polar, spherical or other non-orthogonal coordi-
nate systems. Cameras 120 and 130 are free running and use
their internal clocks for determining an image capture rate.
Thus, the cameras capture images of the object in the path 200
asynchronously, at different points in time, during a time
interval in which the object is moving. Camera A captures
images at time points represented by circlesatt o, t,;, T4, 1,3,
Tyastyss Lags tyms Lugs Lyos Ly 0 @and t, |, while camera B captures
images at time points represented by squares at tzq, tz), tz,
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U535 tzas tsss tses 1575 tgss tgo and tz;,. Note that it is not
necessary for each camera to capture images at a fixed rate, or
for the different cameras to capture images at the same rate.
The example shown is meant to depict a fixed image capture
rate by both cameras, where the object slows down as it nears
the end of the path 210.

[0032] FIG. 3 depicts an object path from a second perspec-
tive in which a lateral position of the object is depicted. The
vertical axis is wx while the out-of-page axis is wz. Here, the
lateral, e.g., sideways, movement of the object along the path
200 is apparent. For instance, when the path of a baseball is
tracked, the lateral movement may represent a curving of a
pitch. While three-dimensional or higher-dimensional track-
ing is possible, in some cases it may be sufficient to track the
object’s position and/or path in a two-dimensional plane or
even along a one dimensional path.

[0033] FIG.4 depicts lines of position from a first camerato
different locations of an object along a path. A line of position
represents an imaginary straight line that extends from a
camera to the tracked object at a given point in time, and
identifies a locus of points at which the object could be
located based on the camera’s observation. See, also, FIG. 6.
Thus, for camera A 120, lines of position 400 extend from the
camera, e.g., from the midpoint of the lens, to the different
positions of the object at the different times the images of the
object are captured by camera A 120. An example line of
position 410 represents a line which extends though a mid-
point of the object at t;. In an example implementation, a
baseball pitch might take 0.5 sec to go from the pitcher to
home plate, in which case thirty lines of position, fifteen each
from two cameras, might be captured.

[0034] FIG. 5 depicts lines of position from a second cam-
era to different locations of an object along a path. The per-
spective is opposite to that shown in FIG. 4, as values along
the wy axis increase to the right instead of to the left. For
camera B 130, lines of position 500 extend from the camera,
e.g., from the midpoint of the lens, to the different positions of
the object at the different times the images of the object are
captured by camera B 130. Generally, it is desirable for the
cameras to be positioned to capture images of the object from
different viewpoints. In this example, camera B is located at
a lower height than camera A and on an opposite side of the
ball’s path than camera A. The specific camera locations
which are most advantageous depend on the expected path of
the object, lighting, the ability to identify the object in the
captured image based on contrast of the tracked object rela-
tive to a background scene, and other factors. It is also pos-
sible to use additional cameras beyond two.

[0035] It is possible but not required for the tracked object
to be specially configured to make it easier to detect. For
example, the object can be configured with passive or active
tracking aids. A passive tracking aid could include, e.g., retro
reflectors that make the object easier to see, while an active
tracking aid could include, e.g., an infrared or other electro-
magnetic transmitter carried by the object.

[0036] FIG. 6 depicts arelationship between camera, image
and world coordinate systems. A camera coordinate system
610, which includes orthogonal axes X, Y and Z . in three
dimensions, is fixed relative to the camera. The origin of the
coordinate system may be at the center of the lens, in one
possible approach, modeling the camera as a pinhole camera.
An image coordinate system 620, also referred to as pixel
space, includes orthogonal axes X and Y in two-dimensions,
and is fixed relative to a captured image 600. A world coor-
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dinate system 630, which includes orthogonal axes X;;, Y-
and 7, is fixed relative to, e.g., the earth, a baseball stadium
or other event site, or other reference point or location. Gen-
erally, itis desirable to describe the position and/or path of the
tracked object 640 in the world coordinate system 630 as this
is typically the coordinate system in which its motion is most
relevant to the user. The line of position 612 is an imaginary
line which extends from the origin of the camera coordinate
system 610 through a pixel in the image 600, intersecting the
pixel at a point 625, and through the tracked object 640. Each
pixel in the image 600 corresponds to a different line of
position. Point 625 in the captured image 600 represents the
location of the object 640 in the image. The location of the
objectinthe image 600 can be represented by coordinates (sx,
sy) in a coordinate system which has its origin at a corner of
the image, in one approach. The coordinates may identify the
center of the object.

[0037] Further, the line of position can be represented by a
vector (LOP) which has unity magnitude, in one approach.
The vector can be defined by two points along the LOP. The
vector can be represented in the world coordinate system 630
using an appropriate transformation from the image coordi-
nate system.

[0038] The Z . axis of the camera coordinate system, which
is the optical axis 614 of the camera, intersects the captured
image at a point represented by coordinates (0, 0,). A two-
dimensional coordinate system extending from (0,, 0,) can
also be defined.

[0039] The camera registration process involves obtaining
one or more transformation matrices, discussed further
below, which provide a conversion between the image coor-
dinate system 620 and the world coordinate system 630.
Further information can be found in E. Trucco and A. Verri,
“Introductory techniques for 3-D computer vision,” chapter
6, Prentice Hall, 1998, U.S. Pat. No. 5,912,700, issued Jun.
15,1999, and U.S. Pat. No. 6,133,946, issued Oct. 17, 2000,
each of which is incorporated herein by reference.

[0040] FIG. 7 depicts a process for obtaining information
for determining the path of an object. The steps indicated can
be performed prior to tracking an object’s position or at least
prior to processing image data to track an object’s position.
Step 700 refers to registering the camera. Registration, also
referred to calibration, can involve aiming the camera at dif-
ferent reference marks in an event facility, capturing images
of'the marks, and recording intrinsic and extrinsic parameters
of the camera at each mark, as well as the location of the
objectinthe captured image. For example, home plate may be
a reference mark. Intrinsic parameters, such as focal length,
lens distortion and zoom setting represent characteristics of
the camera design and settings, and do not depend on the
position and orientation of the camera in space. Extrinsic
parameters, such as tilt or pan, depend on the position and
orientation of the camera in space. At step 710, a transforma-
tion matrix M, discussed further below, is defined based on
the registration as

ml0 mll ml2 ml3

m00 m01 m02 m03 (L)
M= .
m20 m2l m22 1

M relates the image coordinate system to the world coordi-
nate system.
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[0041] At step 720, equations of motion of the tracked
object are obtained. Equations of motion express the three-
dimensional location of the object as a function of time. The
equations of motion should be sufficiently accurate over the
course of the measured trajectory. Approximate equations of
motion and piecewise equations of motion that apply to por-
tions of the trajectory are acceptable provided the estimated
position of the object for any given relevant time is within
required measurement accuracy. Further, the equations used
should be suitable for the type of object tracked and the
desired degree of tracking accuracy. For example, the equa-
tions of motion for a ball or other object under constant
acceleration in the three-dimensional world coordinate sys-
tem are:

wa(t)=x0+vx0* 1+ (15) ax*s? 2)
wy(t)=y0+vp0%t+(L5) ay*i 3)
wz()=204v20*t4(Y0) (az+g)*e 4

The nine parameters x0, y0, z0, vx0, vy0, vz0, ax, ay and az,
are coefficients of the equations of motion. Coefficients x0,
y0, z0 denote the coefficients vx0, vy0, vz0 denote the veloc-
ity of the object in the three orthogonal directions at time t=0,
and coefficients ax, ay, az denote the acceleration of the object
in the three orthogonal directions at time t. The acceleration
canindicate, e.g., how much force is on the ball, denoting how
much it is curving. For convenience, g denotes gravitational
acceleration at —9.8 m/sec®. While the above equations of
motion are linear, one or more non-linear equations can be
used as well. For example, a velocity squared term may be
used when it is desired to account for atmospheric drag on an
object in flight.

[0042] FIG. 8 depicts a process for determining the path of
an object. Step 800 includes running the cameras asynchro-
nously. That is, the cameras run freely, using internal unsyn-
chronized clocks for determining video capture rate. This
technique avoids the need to genlock or otherwise synchro-
nize the cameras so that they capture images at the same time.
At a minimum, there are two cameras. At step 810, the cam-
eras capturing images of the moving object at different points
in time. At step 820, the processing facility receiving the
images and records a time at which each image is received.
Accurate time stamping of the video received from the cam-
eras can occur at the processing facility. [f multiple clocks are
used for time stamping, they are synchronized. Or, a single
clock can be used. As discussed below, the accurate time
stamp is used together with equations of motion for the object
to solve for the position at any time, not just the time points at
which the images are captured. At step 830, processing of the
captured images begins. This can include detecting the loca-
tion of the object in the images as well as enhancing the
images, as described below.

[0043] Step 840 includes detecting a location of the object
in each image. In each captured image, a position of the object
can be detected in the coordinate system/pixel space 620 of
the captured image. For example, as discussed above in con-
nection with FIG. 6, in a captured image 600, a location of the
detected object 625 in the image is identified by the pixel
coordinates (sx, sy), where sx denotes a horizontal position in
the image and sy denotes a vertical position in the image. The
object can be detected in the image in different ways. In one
approach, the pixel or subpixel data of the image is processed
to detect areas of contrast which correspond to the object. For
example, a white baseball may contrast against the green
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grass of the playing field. The expected size of the object in
pixels can be used to avoid false detections. For example, a
contrasting area in the image which is significantly smaller or
larger than the expected size of the object can be ruled out as
representing the object. Moreover, once the position of the
objectin a given image is identified, its position in subsequent
images can be predicted based on the position in the previous
image.

[0044] Other various techniques for analyzing images to
detect objects which will be apparent to those skilled in the art
may be used. For example, various pattern recognition tech-
niques can be used. Radar, infra-red and other technologies
can also be used as discussed in U.S. Pat. No. 5,912,700,
issued Jun. 15, 1999, and U.S. Pat. No. 6,133,946, issued Oct.
17, 2000, both of which are incorporated herein by reference.
[0045] Anillustrative example involves tracking the trajec-
tory of a baseball in flight. The technique includes measuring
the position of the ball in multiple video frames from multiple
cameras. The ball is seen from two or more cameras, and a
measurement is made of the pixel coordinates of the center of
the ball in each frame (or field) of video.

[0046] Step 850 includes obtaining a matrix U based on the
transformation matrix M (see step 710 of FIG. 7) and the
equations of motion (see step 720 of FIG. 7). For example,
matrix and equations may be read from memory. Step 860
includes forming a matrix S from the pixel coordinates (sx,
sy) of each image. As mentioned, the cameras have been
registered (see step 700 of FIG. 7) to obtain a matrix M which
provides a transformation from world coordinates to pixel
coordinates, and vice-versa, for each image, such as a frame
or field of video. Ignoring camera lens distortion, for the
moment, a transformation which converts a position in world
coordinates (wx, wy, wz) into a screen pixel (sX, sy) in homo-
geneous coordinates is:

wx (5)
SX m00 m01 m02 m03
wy wy
K syl=M =|ml0 mll ml2 ml3
wz wz
1 m20 m21 m22 1
1 1
where
wx ©)
SX
wy
S=|sy|and W= R
wz
1
1
[0047] Generally, a point (x,y,z) can be represented in

homogeneous coordinates by adding a 1 in the fourth column:
(x,y,2)->(x,y,2,1). Similarly, an arbitrary point (X,y,z,a) in
homogenous coordinates can be mapped back to a 3D point
by dividing the first three terms by the fourth (a) term: (x,y,
z,a)->(x/a, y/a, 7/a).

[0048] Inequation (5), k is an unknown scale factor which
is eliminated in the solution below. The matrix M is a projec-
tive transformation whose scale is arbitrary, so we set the
coordinate m33=1. The matrix S identifies the image point in
screen coordinates, and the matrix W identifies the object as
a source point in world coordinates. Written out, the above
matrix equation (5) is three equations:

m00 wx+m01 wy+m02 wz+m03=k*sx (7
m10 wx+mll wy+m12 wz+ml13=k*sy (®)

m20 wx+m21 wy+m22 wz+1=k
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Eliminating k from the three linear equations, we get two
linear equations in eight unknowns, namely m00, mo01, . . .
m22:

m00 wx+mO01 wy+m02wz+m03-m20 wx sx—m21 wy
SX—1m22 Wz SX=8X (10)

m10 wx+mll wy+m12 wz+m13-m20 wx sy-m21 wy
Sy-m22 wz sy=sy (11

[0049] A ball flying along its trajectory is at (Wx, wy, wz) at
time t and its location in a captured image is (sx, sy). The
equations of motion for a ball under constant acceleration
were provided above by equations (2)-(4).

[0050] Observations from multiple cameras are used to
generate two simultaneous linear equations per observation.
To solve for all nine parameters, at least five observations are
needed from the two or more cameras, e.g., two observations
from a first camera and three from a second, four observations
from one camera and one from a second, and so forth. The
more measurements, the higher the accuracy of the solution
for the coefficients. Typically, the problem is over deter-
mined, so a least square error estimate can be obtained for the
solution. Furthermore, sufficient observations from difterent
viewpoints should be obtained to have linear independence.
[0051] Note also that the coefficients (vx0, vy0, vz0) rep-
resent the velocity at time t=0. Although the actual time at
which t=01s arbitrary, it will be numerically better to have the
values for t at observation times be small. So, it can be
arranged for t=0 when the first sample (image) is taken.
[0052] Substituting equations (2)-(4) for wx, wy, wz in
equations (10) and (11) results in the following equation in
matrix form:

Uy (%0 w0 ax y0 vy0 ay z0 vz0 az)T=(sx0 sy0)T (12)

or UyxAT=S,%, where “T” denotes the transpose, “A” denotes
the coefficient matrix: 1x0 vx0 ax y0 vy0 ay zo vz0 azl”, “S,”
denotes the pixel coordinates (sx0, sy0), and “U,” is a 2x9
matrix whose elements are:

400=(m00-m20%*sx) 01 =(m00-m20*sx)t t02=(Y2)
(m00-m20*sx)*12

403=(m01-m21*sx) u04=(m01-m21*sx)t 05=(Y2)
(mO1-m21%sx)*1

u06=(m02-m22%*sx) u07=(m02-m22*sx)t 08=(Y2)
(m02-m22%sx)*12

u10=(m10-m20*sy) ul1=(m10-m20*sy)t ul2=(Y2)
(m10-1n0-"%sy)*1

ul3=(m11-m21*sy) uld=(m11-m21*sy)t ul 5=(2)
(m11-m21*sy)*s

ul6=(m12-m22*sy) ul7=(m12-m22*sy)t ul 8=('2)
(m12-m22*sy)*s 13)
[0053] Thus, the matrix U, represents a single observation

from a single camera, which yields two equations, one for x
and one for y. N observations yield 2*N equations as follows:

Uy (14

Uy
(20 vx0 ax 0 w0 ay z0 vz0 az) =

Un
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-continued
(sx0 syO)T
(sx1 syl)T
(-7
(sxN  syN )y

where each of the matrices U,, U}, . . . U, represents a
different observation or captured image from a camera.
[0054] Step 870 includes solving for the matrix A of coet-
ficients of the equations of motion from equation (14), which
is of the form UxA’=S”. The equations are solved simulta-
neously for all observations. Thus, the solving involves solv-
ing for the matrix A, which includes the coefficients of the
equations of motion, based on matrices S, . . . S, which
include the determined object positions in the images and
matrices U, . . . Uy which include transform coefficients,
where the transform coefficients associate the one or more
coordinate systems of the images with a coordinate system in
which the path is described.

[0055] Inone possible approach, the set of 2N equations at
(14) can be solved using Singular Value Decomposition
(SVD).SVDis atechnique for solving linear equations which
produces a least squares estimate. Each ith observation has
known values for the time ti, the associated perspective trans-
formation matrix, Mi, and the associated pixel coordinates
(sxi, syi). From these known values, two rows are added to the
U matrix and the right hand side. A solution can be attempted
when there are five or more observations. A solution is
obtained only if the observations are sufficiently independent,
which requires observations from multiple cameras.

[0056] Ifnon-linearities are to be accounted for (we already
account for distortion in our current system by first undistort-
ing the screen points, using an iterative method, and then
proceeding with the linear method, depicted above), such as
when the equations of motion are non-linear (for example,
accounting for atmospheric drag as a function of the square of
velocity), one can start with the above linear estimate and
complete the computation using, e.g., the Levenberg-Mar-
quardt method with the linear estimate as the starting point.
[0057] Note that the solution above expresses the object’s
position in a Cartesian coordinate system. However, other
coordinate systems can be used, such as polar, spherical or
other non-orthogonal coordinate systems.

[0058] Step 880 includes reporting results from solving for
the coefficients of t he equations of motion. As mentioned,
this can include displaying a graphic which depicts the posi-
tion and/or path, providing statistical information regarding
the object, as illustrated in connection with FIG. 10 and/or
storing the results, such as the solved coefficients, e.g., for
later use.

[0059] FIG. 9 depicts an error between a line of position
and an object position determined from equations of motion.
In step 870 of FIG. 8, the coefficients of the equations of
motion (2)-(4) are solved during a time interval of interest,
such as when a ball is thrown from the pitcher’s mound to
home plate. The equations of motion with the solved coeffi-
cients therefore provide a three dimensional position of the
object at any time during the monitored time interval by
substituting the time of interest into equations (2)-(4), for
instance. Further, by substituting in the times at which the
images were captured into the equations of motion, we should
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get back the coordinates of the object that are on the measured
lines of position. However, since there are always uncertain-
ties in measurements, there will be some differences in the
camera measurements and the path predicted based on the
equations of motion. When we have more than the necessary
number of measurements, the coefficients can be solved for in
a way that minimizes the sum of the squares of the errors (a
least squares estimate) or other error criteria. This is an auto-
matic result of solving the equations using linear algebra.

[0060] In particular, for each captured image, e.g., for each
time point at which an image is captured by the different
cameras, there is an error between a line of position which is
determined from the captured image and a three-dimensional
position (wx(t), wy(t), wz(t)) which is calculated from the
equations of motion (2)-(4) with the solved coefficients. For
example, with the actual object position 900 in the path 200 at
time t,, the line of position 410 passes through the center of
the object, represented by a circle. A corresponding object
position 910 represented by a triangle is determined from the
equations of motion at t, . An error 920 represents a shortest
distance between the line of position 410 and the object
position 910 determined from the equations of motion at t ;.
Such an error can be determined for each time point at which
an image is captured by the different cameras. The solution
for the coefficients of the equations of motion can minimize a
sum of the square of these errors, in one possible approach, as
mentioned. Thus, solving the equations of motion includes
satisfying a least square error criteria for errors between lines
of position of the moving object which are based on the
determined positions of the object in the images and positions
of the moving object which are based on the equations of
motion. Essentially, the solution to the equations of motion
can provide a best fit curve based on the lines of position.

[0061] FIG. 10 depicts an enhanced image in which a path
of an object and statistics are depicted. The captured images
can be enhanced based on the solved equations of motion of
the tracked object. For example, a video signal can be
enhanced based on the determined path of the object, such as
by displaying a graphic which depicts the path. Further, a
series of images can be combined to depict different locations
of the object along the path. The image 1000 depicts a path
1030 of the ball which is thrown from a pitcher 1010 to a
catcher 1020. The dashed line 1030 can appear in the image in
addition to images of the ball 1040, 1042, 1046, 1048 at
different points in time. In another option, a graphic is pro-
vided in place of the ball or in addition to the ball. Further, a
sequence of images which precedes the image 1000 can be
provided in which a portion of the dashed line which trails the
current position of the ball is provided. In this manner, the
incremental progress of the ball along the path 1030 can be
visualized. Further, a graphic 1050 provides statistics which
are determined from the equations of motion with the solved
coefficients. For example, the statistics can include a maxi-
mum speed, pitch duration, vertical range and lateral range.
Various algorithms can also be applied to determine the type
of pitch. For instance, a fast ball may be reported if the
maximum speed exceeds a threshold or a curve ball may be
reported if the lateral range exceeds a threshold. The direction
and distance of the object can also be reported.

[0062] The maximum speed can be determined by calcu-
lating a velocity vector with components (vx, vy, vz) at dif-
ferent time points in the object’s path. The magnitude of the
velocity vector is then the square root of (vx*+vy>+vz?). The
time point with the maximum magnitude therefore provides
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the maximum velocity or speed. The pitch duration, which is
the time the ball is in flight, can be determined by the differ-
ence between the times at the start and end points of the path
1030. The vertical range can be determined by the difference
between the maximum and minimum values for the height
component wz. The lateral range can be determined by the
different between the maximum and minimum values for the
lateral position component wx. Various other statistics can be
provided as well. Further, the statistics can be provided in
different formats, such as bar charts, dashboard gauges and
the like. Comparisons to the statistics from other paths can be
provided. These can be other paths from the same pitcher in
the current game or earlier games, or from other pitchers.
[0063] The present example, which refers to tracking the
path of a baseball pitch, is only one example among many
possible applications of the techniques provided herein. The
techniques discussed generally apply to an object which
moves on the ground, in the air and/or on or in the water.
Moreover, tracking of multiple objects in the captured images
can be performed by applying the techniques discussed sepa-
rately for each object.

[0064] FIG. 11 depicts a technique for determining the
position of an object based on lines of position from three or
more images. In addition to determining the path of a moving
object, itis possible to determine an instantaneous position of
the object, e.g., in three-dimensions, at a given time point.
This approach does not require solving equations of motion.
A simplified example is provided in which a position in
two-dimensions is determined. However, the technique can
be extended to three or more dimensions as well. In this
approach, lines of position from two or more cameras are
used to identify a position of an object. A position can also be
determined from only two lines of position by determining
the point of closest approach to the lines of position. However,
for improved accuracy, three or more lines of position may be
used that are from images which are sufficiently close
together to yield a desired accuracy. This approach provides
an interpolation between two lines of position using the third
line of position. More than three lines of position can be used
as well to further improve the accuracy of the position esti-
mation.

[0065] Here, the object path 200 is indicated in the wx-wy
plane. Lines of position 1122 and 1124 extend from camera A
1120 at time points t,, and t,, respectively, while a line of
position 1132 extends from a camera B 1130 at t;,. Object
positions, which are not known, are indicated by the circles at
t,oandt,, and by the square att,. The images which are used
for the position estimation can be successive images which
are captured at successive time points, in one possible
approach. For higher accuracy, the time points should be
close together relative to the motion of the moving object.
Further, the successive images can include a first image from
a first camera, a second image from a second camera and a
third image from the first camera, for instance. Or, the first
and second images can be from the first camera and the third
image can be from the second camera. Many other variations
are possible.

[0066] A calculated object position 1110, indicated by a
triangle, can be determined as a position which meets a dis-
tance criteria with respect to the lines of position 1122, 1124
and 1132. For example, the metric can include minimizing a
sum of the shortest distances from the object to each of the
lines of position, or the sum of the squares of such distances,
as explained further below. The object position can then be
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determined as a point at which the three or more lines of
position come closest together.

[0067] FIG.12 depicts a close up view of FIG. 11, showing
distances between an object position and lines of position.
The calculated object position 1110 is at distances d1, d2 and
d3 from the lines of position 1122, 1124 and 1132, respec-
tively. A distance metric which is expressed as, e.g., (d1+d2+
d3) or (d1?+d2°+d3?) can be minimized to find the desired
object position. In some cases, the desired object position will
be on one of'the lines of position. Geometric principles can be
used to obtain equations which express the distance (or square
of the distance) from each of the lines of position to an
unknown position. A minima for the equations can then be
determined to obtain the desired object position which meets
the distance metric.

[0068] FIG. 13 depicts a process for obtaining information
for determining the position of an object. The steps indicated
can be performed prior to determining an object’s location or
atleast prior to processing image data to determine an object’s
location. Step 1300 refers to registering the camera and step
1310 refers to obtaining a transformation matrix M, as dis-
cussed above, e.g., in connection with FIG. 7.

[0069] FIG. 14 depicts a process for determining the posi-
tion of an object. Analogous steps correspond to those dis-
cussed previously in connection with FIG. 8. Step 1400
includes running the cameras asynchronously, step 1410
includes the cameras capturing images of the moving object
at different points in time and step 1420 includes the process-
ing facility receiving the images and recording a time at
which each image is received. At step 1430, processing of a
set of captured images, such as three or more images, begins.
The images can be successive images, for instance. At step
1440, a location of the object is detected at a location identi-
fied by the pixel coordinates (sx, sy) for each image in the set
of images. At step 1450, a line of position is determined for
each image in the set from the pixel coordinates (sx, sy) and
the matrix M. A line of position can be determined as indi-
cated in connection with FIG. 6. For instance, the line of
position can be expressed by a vector with unity magnitude.
At step 1460, an object position is determined which meets a
metric based on distances from the lines of position of the set.
For example, the metric can include minimizing a sum of the
shortest distances from the object position to each of the lines
of position, or the sum of the squares of such distances. Step
1470 includes reporting results from determining the position
of the object. Further, steps 1430-1460 can be repeated for
other sets of images to determine object positions at other
time points. Also, an image used, e.g., as the last image in one
set can be used, e.g., as the first image in the next set.
[0070] FIG. 15 depicts a computer system for determining
the position and/or path of an object. The computer system
1500 is a simplified representation of a system which might
be used at the processing facility 140 (FIG. 1), for instance.
The computer system 1500 includes a storage device 1510
such as a hard disk or portable media, a network interface
1520 for communicating with other computer systems, a
processor 1530 for executing software instructions, a work-
ing memory 1540 such as RAM for storing the software
instructions after they are loaded from the storage device
1510, for instance, camera interfaces 1550 and 1555, and a
user interface display 1560. The storage device 1510 may be
considered to be a processor readable storage device having
processor readable code embodied thereon for programming
the processor 1530 to perform methods for providing the
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functionality discussed herein. The user interface display
1560 can provide information to a human operator based on
the data received from the cameras via the interfaces 1550 and
1555. The user interface display 1560 can use any known
display scheme, whether graphical, tabular or the like. In
addition to an on-screen display, an output such as a hard copy
from printer can be provided to report results. Results can also
be reported by storing the solved coefficients at the storage
device 1510 or other memory, e.g., for later use.

[0071] An example camera 1570 includes extrinsic param-
eter sensors 1572 and intrinsic parameter sensors 1574. The
extrinsic parameter sensors 1572 can identify an orientation
of the camera, such as a pan and tilt of the camera. The
intrinsic parameter sensors 1574 can identify a zoom setting,
whether an expander is used and so forth. Note that sensors
are not needed when the parameter of concern is not chang-
ing. The camera 1570 communicates image data, whether
analog or digital, in addition to data from the extrinsic param-
eter sensors 1572 and the intrinsic parameter sensors 1574 to
the computer system 1500 via the camera interface 1550.
Similarly, another camera 1580 with extrinsic parameter sen-
sors 1582 and intrinsic parameter sensors 1584 can commu-
nicate data to the camera interface 1555. Data from more than
two cameras can be received as well. It is also possible to
determine camera extrinsic and intrinsic parameters without
sensors 1582 or 1584, as described above in reference to
Tsai’s method.

[0072] Further, the functionality described herein may be
implemented using one or more processor readable storage
devices having processor readable code embodied thereon for
programming one or more processors to perform the pro-
cesses described herein. The processor readable storage
devices can include computer readable media such as volatile
and nonvolatile media, removable and non-removable media.
By way of example, and not limitation, computer readable
media may comprise computer storage media and communi-
cation media. Computer storage media includes volatile and
nonvolatile, removable and non-removable media imple-
mented in any method or technology for storage of informa-
tion such as computer readable instructions, data structures,
program modules or other data. Computer storage media
includes, but is not limited to, RAM, ROM, EEPROM, flash
memory or other memory technology, CD-ROM, digital ver-
satile disks (DVD) or other optical disk storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other mag-
netic storage devices, or any other medium which can be used
to store the desired information and which can be accessed by
a computer. Communication media typically embodies com-
puter readable instructions, data structures, program modules
or other data in a modulated data signal such as a carrier wave
or other transport mechanism and includes any information
delivery media. The term “modulated data signal” means a
signal that has one or more of its characteristics set or changed
in such a manner as to encode information in the signal. By
way of example, and not limitation, communication media
includes wired media such as a wired network or direct-wired
connection, and wireless media such as acoustic, RF, infrared
and other wireless media. Combinations of any of the above
are also included within the scope of computer readable
media.

[0073] The foregoing detailed description of the invention
has been presented for purposes of illustration and descrip-
tion. Itis not intended to be exhaustive or to limit the invention
to the precise form disclosed. Many modifications and varia-
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tions are possible in light of the above teaching. The described
embodiments were chosen in order to best explain the prin-
ciples of the invention and its practical application, to thereby
enable others skilled in the art to best utilize the invention in
various embodiments and with various modifications as are
suited to the particular use contemplated. It is intended that
the scope of the invention be defined by the claims appended
hereto.
What is claimed is:
1. A method for determining a path of a moving object,
comprising:
receiving images of the moving object from a plurality of
cameras at different time points during a time interval,
the plurality of cameras capture the images asynchro-
nously;
determining a position of the moving object in each image;
and
solving for coefficients of equations of motion of the mov-
ing object, based on the determined positions, the equa-
tions of motion with the solved coefficients describe a
path of the moving object during the time interval.
2. The method of claim 1, wherein:
each determined position represents a point on a line of
position from the camera to the object.
3. The method of claim 1, wherein:
the solving comprises solving for a matrix which includes
the coefficients of the equations of motion, based on
matrices which include the determined positions and
matrices which include transform coefficients, the trans-
form coefficients associate one or more coordinate sys-
tems of the images with a coordinate system in which the
path is described.
4. The method of claim 1, wherein:
the solving comprises satisfying a least square error criteria
for errors between lines of position of the moving object
which are based on the determined positions and posi-
tions of the moving object which are based on the equa-
tions of motion.
5. The method of claim 1, wherein:
the equations of motion with the solved coefficients
describe the path of the moving object in three orthogo-
nal directions at any time during the time interval.
6. The method of claim 1, wherein:
the coefficients describe a position, velocity and accelera-
tion of the moving object along the path of the moving
object at any time during the time interval.
7. The method of claim 1, further comprising:
identifying the different time points at which the images
are received using a common clock signal which is inde-
pendent of the cameras.
8. The method of claim 1, wherein:
the equations of motion are linear equations.
9. The method of claim 1, wherein:
the equations of motion include at least one non-linear
equation.
10. The method of claim 1, wherein
the images are from video of the moving object, and the
method further comprises enhancing the video to depict
at least a portion of the path of the moving object.
11. The method of claim 1, further comprising:
providing statistics regarding the path of the moving
object.
12. The method of claim 1, further comprising:
reporting based on the solving.
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13. The method of claim 1, wherein:

the cameras sense visible light.

14. The method of claim 1, wherein:

the cameras sense electromagnetic radiation outside a
range of visible light.

15. A system for determining a path of a moving object

used at an event, comprising:

a plurality of cameras capturing images of the moving
object at the event during a time interval, the plurality of
cameras capture the images asynchronously; and

at least one processing facility which receives the captured
images from the plurality of cameras, the at least one
processing facility: a) determines a position of the mov-
ing object in each image, and b) solves for coefficients of
equations of motion of the moving object, based on the
determined positions, the equations of motion with the
solved coefficients describe a path of the moving object
during the time interval.

16. The system of claim 15, wherein:

each determined position represents a point on a line of
position from the camera to the object.

17. The system of claim 15, wherein:

the at least one processing facility solves for the coeffi-
cients by solving for a matrix which includes the coef-
ficients of the equations of motion, based on matrices
which include the determined positions and matrices
which include transform coefficients, the transform
coefficients associate one or more coordinate systems of
the images with a coordinate system in which the path is
described.

18. The system of claim 15, wherein:

the at least one processing facility solves for the coeffi-
cients in accordance with a least square error criteria for
errors between lines of position of the moving object
which are based on the determined positions and posi-
tions of the moving object which are based on the equa-
tions of motion.

19. The system of claim 15, wherein:

the equations of motion with the solved coefficients
describe the path of the moving object in three orthogo-
nal directions at any time during the time interval.

20. The system of claim 15, wherein:

the coefficients describe a position, velocity and accelera-
tion of the moving object along the path of the moving
object at any time during the time interval.

21. The system of claim 15, wherein:

the at least one processing facility identifies different time
points at which the captured images are received from
the plurality of cameras using a common clock signal
which is independent of the plurality of cameras, and the
at least one processing facility solves for the coefficients
for each of the different time points.

22. The system of claim 15, wherein:

the captured images are from video of the moving object,
and the at least one processing facility enhances the
video to depict at least a portion of the path of the moving
object.

23. The system of claim 15, wherein:

the at least one processing facility provides statistics
regarding the path of the moving object.

24. The system of claim 15, wherein:

the at least one processing facility reports based on the
described path.
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25. The system of claim 15, wherein:

the cameras sense visible light.

26. The system of claim 15, wherein:

the cameras sense electromagnetic radiation outside a

range of visible light.

27. At least one processor readable storage device having
processor readable code embodied thereon for programming
at least one processor to perform a method, the method com-
prising:

receiving images of the moving object from a plurality of

cameras at different time points during a time interval,
the plurality of cameras capture the images asynchro-
nously;

determining a position of the moving object in each image;

and

solving for coefficients of equations of motion of the mov-

ing object, based on the determined positions, the equa-
tions of motion with the solved coefficients describe a
path of the moving object during the time interval.

28. The at least one processor readable storage device of
claim 27, wherein:

each determined position represents a point on a line of

position from the camera to the object.

29. The at least one processor readable storage device of
claim 27, wherein:

the solving comprises solving for a matrix which includes

the coefficients of the equations of motion, based on
matrices which include the determined positions and
matrices which include transform coefficients, the trans-
form coefficients associate one or more coordinate sys-
tems of the images with a coordinate system in which the
path is described.

30. The at least one processor readable storage device of
claim 27, wherein:

the solving comprises satisfying a least square error criteria

for errors between lines of position of the moving object
which are based on the determined positions and posi-
tions of the moving object which are based on the equa-
tions of motion.

31. The at least one processor readable storage device of
claim 27, wherein:

the equations of motion with the solved coefficients

describe the path of the moving object in three orthogo-
nal directions at any time during the time interval.

32. The at least one processor readable storage device of
claim 27, wherein:

the coefficients describe a position, velocity and accelera-

tion of the moving object along the path of the moving
object at any time during the time interval.

33. The at least one processor readable storage device of
claim 27, further comprising:

identifying the different time points at which the images

are received using a common clock signal which is inde-
pendent of the cameras.

34. The at least one processor readable storage device of
claim 27, wherein:

the images are from video of the moving object, and the

method performed further comprises enhancing the
video to depict at least a portion of the path of the moving
object.

35. The at least one processor readable storage device of
claim 27, wherein:

the method performed further comprises providing statis-

tics regarding the path of the moving object.
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36. The at least one processor readable storage device of
claim 27, wherein:

the method performed further comprises reporting based
on the solving.

37. A method for determining a position of a moving

object, comprising:

receiving at least first, second and third images of the
moving object from a plurality of cameras at different
time points during a time interval, the plurality of cam-
eras capture the images asynchronously;

determining a position of the moving object in the at least
first, second and third images;

determining lines of position based on the determined posi-
tions in the at least first, second and third images; and

determining a first position which satisfies a metric based
on distances from the first position to the lines of posi-
tion.

38. The method of claim 37, wherein:

the metric is based on minimizing a sum of the distances.

39. The method of claim 37, wherein:

the metric is based on minimizing a sum of squares of the
distances.

40. The method of claim 37, wherein:

the first position is a three-dimensional position.

41. The method of claim 37, further comprising:

enhancing at least one of the images to depict the first
position.

42. The method of claim 37, further comprising:

reporting the determined first position.

43. A system for determining a position of a moving object

used at an event, comprising:

a plurality of cameras capturing at least first, second and
third images of the moving object from a plurality of
cameras at different time points during a time interval,
the plurality of cameras capture the images asynchro-
nously; and

at least one processing facility which receives the at least
first, second and third images from the plurality of cam-
eras, the at least one processing facility: a) determines a
position of the moving object in the at least first, second
and third images, b) determines lines of position based
on the determined positions in the at least first, second
and third images, and c¢) determines a first position
which satisfies a metric based on distances from the first
position to the lines of position.

44. The system of claim 43, wherein:

the metric is based on minimizing a sum of the distances.

45. The system of claim 43, wherein:

the metric is based on minimizing a sum of squares of the
distances.

46. The system of claim 43, wherein:

the first position is a three-dimensional position.

47. The system of claim 43, wherein:

the at least one processing facility reports the determined
first position.

48. The system of claim 43, wherein:

the at least one processing facility enhances at least one of
the images to depict the first position.

49. At least one processor readable storage device having
processor readable code embodied thereon for programming
at least one processor to perform a method, the method com-
prising:

receiving at least first, second and third images of the
moving object from a plurality of cameras at different
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time points during a time interval, the plurality of cam-
eras capture the images asynchronously;

determining a position of the moving object in the at least
first, second and third images;

determining lines of position based on the determined posi-
tions in the at least first, second and third images; and

determining a first position which satisfies a metric based
on distances from the first position to the lines of posi-
tion.

50. The at least one processor readable storage device of
claim 49, wherein:

the metric is based on minimizing a sum of the distances.

51. The at least one processor readable storage device of
claim 49, wherein:
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the metric is based on minimizing a sum of squares of the
distances.

52. The at least one processor readable storage device of
claim 49, wherein:

the first position is a three-dimensional position.

53. The at least one processor readable storage device of
claim 49, wherein:

the at least one processing facility enhances at least one of

the images to depict the first position.

54. The at least one processor readable storage device of

claim 49, wherein:

the at least one processing facility reports the determined
first position.



